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A method for detecting recent changes in contemporary
effective population size from linkage disequilibrium at

linked and unlinked loci

CM Hollenbeck, DS Portnoy and JR Gold

Estimation of contemporary effective population size (N) from linkage disequilibrium (LD) between unlinked pairs of genetic
markers has become an important tool in the field of population and conservation genetics. If data pertaining to physical linkage
or genomic position are available for genetic markers, estimates of recombination rate between loci can be combined with

LD data to estimate contemporary N, at various times in the past. We extend the well-known, LD-based method of estimating
contemporary N, to include linkage information and show via simulation that even relatively small, recent changes in N, can

be detected reliably with a modest number of single-nucleotide polymorphism (SNP) loci. We explore several issues important
to interpretation of the results and quantify the bias in estimates of contemporary N, associated with the assumption that all
loci in a large SNP data set are unlinked. The approach is applied to an empirical data set of SNP genotypes from a population
of a marine fish where a recent, temporary decline in N, is known to have occurred.

Heredity (2016) 117, 207-216; doi:10.1038/hdy.2016.30; published online 11 May 2016

INTRODUCTION

Measurement of linkage disequilibrium (LD) between pairs of
unlinked genetic markers has become the most prevalent method to
estimate contemporary effective population size (N.) in the fields of
population and conservation genetics. This is due largely to the relative
ease with which the approach can be applied, as it only requires a
single sample and ~20 polymorphic genetic markers (Waples, 2006).
In addition, well-established analytical methods and software packages
for application are available (Waples, 2006; Waples and Do, 2008;
Do et al., 2014). Whereas microsatellite loci previously have been the
most commonly used genetic markers for applying the LD method,
genomics techniques now allow the generation of data sets with
genotypes at thousands to tens of thousands of single-nucleotide
polymorphisms (SNPs). This is beneficial for application of LD-based
methods to estimate N, as the ability to genotype hundreds or thousands
of SNPs permits greatly improved precision (Waples and Do, 2010).
However, the ability to generate genotypes at many loci distributed
across the genome presents a problem in that many of the markers are
likely to be linked physically, and if all loci are assumed to be unlinked,
estimates of N, may be downwardly biased because of excess LD caused
by linkage rather than drift (Sved et al., 2013). A straightforward solution
to this problem is to remove pairwise comparisons involving known
linked loci (Larson et al., 2014). This approach, however, does not take
full advantage of all information present in a large SNP data set.
As noted by Hill (1981), although LD from unlinked loci reflects current
contemporary N, (hereafter current N;), LD from physically linked loci
reflects contemporary N, in past generations (hereafter past N,) because
recombination takes relatively longer to break down LD between tightly

linked loci. Thus, if information pertaining to physical linkage is
available for large number of markers, for example in the form of a
genome sequence (from which recombination rate can be estimated) or
a genetic linkage map, LD can be evaluated across a spectrum of linkage
values to remove the downward bias on current N, caused by linked loci
and, in addition, identify potential changes in N, in prior generations.

Use of LD and linkage data to estimate past N, largely has been
limited to model species because of the need for linkage or genomic
position data. Hayes et al. (2003) introduced a novel measure of LD,
chromosome segment homozygosity, that was used in simulated data
sets to track changes in N, over time and, with empirical data, to infer
demographic population histories in dairy cattle and humans. Using
chromosome segment homozygosity, Hayes et al. (2003) also derived
an approximate relationship between the degree of linkage (the
recombination rate, ¢) and the number of generations in the past ()
to which an estimate of N, would apply: t = 3. Tenesa et al. (2007)
expanded upon this by instead using the LD statistic /% that has the
same expected relationship to N, as chromosome segment homo-
zygosity. The authors used r* estimated from haplotypes of ~ 1 000 000
SNPs identified in the human HapMap project (Gibbs et al., 2003) to
infer a recent increase in human N, over the past 1000 years.
Subsequently, several studies involving domesticated animals (Corbin
et al., 2010; Flury et al, 2010; Qanbari et al., 2010; Alam et al., 2012;
Herrero-Medrano et al., 2013) have shown that with extremely dense
genotype and genome-sequence data, estimates of contemporary N,
can be obtained from roughly the previous generation to ¢ generations
in the past. However, these studies utilized haplotype-based methods
to estimate LD that require that marker phase is either known or
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estimable from the data. Haplotype-based estimators require relatively
rare, long haplotypes to estimate N, in the very recent past (1< 50), and
because precision of the estimate is dependent upon the number of locus
pairs used (Hill, 1981), estimates representing the recent past are less
precise than estimates from the more distant past (Hayes et al, 2003).

There is potential to apply a linkage-based approach to nonmodel
species for which large SNP data sets and linkage information (from
linkage maps or whole genomes) are increasingly available. However,
marker densities in these species may be relatively low and phased
haplotypes cannot be computed with accuracy, meaning that the
approach has limited utility for nonmodel species when investigating
processes that act on evolutionary timescales. For example, a linkage
map constructed with 100 individuals will only be able to resolve LD
at loci separated by 0.01 Morgans (M). Assuming the approximate
relationship between recombination rate and time derived by Hayes
et al. (2003), this would reflect N, ~ 50 generations in the past. However,
understanding changes in N, in the recent past (<50 generations) is
of great interest to conservation biologists because detecting recent
declines (for example, because of anthropogenic effects) or expansions
(because of recovery efforts) are important components of genetic
monitoring programs (Luikart et al, 2010). Using a linkage-based
approach would have an advantage over traditional LD- (Waples and
Do, 2008) and variance-based (Nei and Tajima, 1981; Pollak, 1983)
approaches to detect recent changes in N, in that it requires only a single
genetic sample rather than sampling over multiple years before and after
a demographic change (Antao et al., 2011).

Here, we extend the LD-based approach of Waples and Do (2008)
by including linkage information to estimate N, over a range of
time points in the past. The advantage of this approach (hereafter, the
linkage approach) over haplotype-based methods is twofold: (1) a
composite LD measure (that does not require distinction between
coupling and repulsion double heterozygotes) is used, enabling
calculation of pairwise LD from genotype data in the absence of phase
information; and (2) because the vast majority of locus pairs in the
genome are unlinked, high precision for estimating current N, can be
achieved without biases associated with inclusion of physically linked
loci. We apply this approach to simulated data to assess the ability to
detect demographic changes (changes in N,) in past generations across
a variety of demographic models, using a data set of 1000 SNP loci. We
also explore issues important to interpretation of the results. These
include the importance of correcting for bias caused by small sample
size relative to the true N,, the effect of rare alleles on estimates made at
multiple points in time and the effect of time of sampling relative to a
change in N,. In addition, we compare estimates of current N, in which
physical linkage is taken into account with estimates, based on the same
data, where all locus pairs are assumed to be unlinked, in order to
quantify bias. Finally, to demonstrate the effectiveness of the method
on an actual data set, we apply the linkage approach to an empirical
data set of SNP genotypes from a sample of a marine fish where a
recent, temporary reduction in N, was known to have occurred.

MATERIALS AND METHODS

The method presented here requires genotype data from a diploid species and
a matrix of pairwise recombination rates for all genotyped markers. The latter
could be obtained from linkage mapping data or estimated from genome
sequence data. The general strategy involves binning estimates of LD between
pairs of loci based on similar observed recombination rates (c). Previous work
(Hayes et al., 2003) showed that the time period to which an LD-based estimate
of N applies is a function of ¢ (t = 3-). This equation suggests that time and
recombination rate do not scale linearly and that most of the range of possible
recombination rates (0-0.5 M) relates to generations in the recent past. Thus,
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bins were defined by generations rather than by recombination rate and
calculated as 2. For these analyses, bins were defined from 1 to 3.33 generations
in the past (c=0.5 to 0.15 M), 3.33 to 5 generations (¢=0.15 to 0.1 M), 5 to 10
generations (c=0.1 to 0.05M), and >10 generations (¢=0.05 to 0.0 M).
We note that bins could be otherwise defined to suit particular research
questions. For each bin, weighted estimates of total r* (%) and 7 attributable
to sampling variation (rzsample) for all pairs of loci were obtained, following
Waples and Do (2008). The difference between %, and rzsample, which is
equal to the component of the total 7 attributable to genetic drift (*4;q), and
the mean ¢ value of pairs of loci in each bin (in Morgans) were then used to
calculate N, following Hill (1981) and Waples (2006). A software program,
LinkNe, was written in the Perl programming language to facilitate analyses and
is available at https://github.com/chollenbeck/LinkNe. A detailed description of
the program and calculations can be found in Supplementary Appendix 1.

Simulation

Precision and bias.  Simulations were used to evaluate the effectiveness of the
linkage approach to detect changes in N, under a variety of demographic
models and to explore important properties of the method. Simulations were
written in Python, utilizing libraries from the program simuror (Peng and
Kimmel, 2005). All simulations included a single, closed ‘constant’ population
with discrete generations, equal sex ratio and binomially distributed reproduc-
tive success, such that the census size (N) is approximately equal to N..
Although N, under the simulated conditions is actually slightly larger than N,
that is, No=N+ 1/(2N) + 0.5 (Balloux, 2004), the correction term 1/(2N) + 0.5
was used for all calculations as the ‘true’ N for simplicity N and N, will be
treated as equivalent hereafter, following Waples (2006). Populations with an
initial (starting) effective size of N,=100, 250, 500 and 1000 were used in
simulations, with each simulation replicated 100 times. The genome used in
simulations consisted of 25 chromosomes, each 0.75M in size; for each
chromosome, map positions for 200 SNP loci were chosen randomly at the
beginning of each simulation. Initial allele frequencies at each SNP locus were
determined by a pseudorandom draw from a uniform distribution (0, 1).
Consequently, each replicate began with loci near linkage equilibrium.
Theoretical results (Sved, 1971) indicate that for populations with N, <1000,
loci separated by at least 0.01 M and starting in linkage equilibrium should
reach steady-state levels of LD in ~200 generations. Thus, all replicates were
‘burned-in’ for 200 generations. The per locus mutation rate followed a SNP
model, with the rate of forward mutation equal to 1x 10~8 and the reverse
mutation rate equal to 1x10~° The probability of recombination between
adjacent loci was proportional to the distance between them, that is, loci 0.01 M
apart have a 1% chance of recombination in each individual in each generation.
After 250 generations, 50 individuals were sampled from each simulated
population and genotypes at 1000 randomly selected, polymorphic SNP loci
were recorded into a single Genepop file. A square matrix of recombination
rates for all pairs of loci also was generated for each simulated population.
For each population, N, was estimated by using pairs of loci binned as noted
previously; loci with minor alleles at frequency <0.05 were excluded from the
analysis. Initial runs revealed a downward bias in estimates of N, in prior
generations because of tightly linked loci that had not reached steady-state
linkage disequilibrium; consequently, locus pairs separated by <0.015 M were
excluded from estimations. Estimates of the coefficient of variation of N,,
calculated as in Hill (1981), were used to generate 95% confidence intervals for
each bin, and harmonic means of estimates of N, and their confidence intervals
across replicates were plotted using the ggplor2 package (Wickham, 2009) in R
(R Core Team, 2015). Bias of each estimate was computed as the distance of the
harmonic mean of estimated N, across replicates, from the true N, and
expressed as a percentage of the true N.. Precision was measured as the
coefficient of variation of N, (Hill, 1981).

Detection of changes in N,.  Five different demographic models were simulated
in addition to the ‘constant’ population described above. Three models involved
declines in effective size (to 25, 50 and 75% of starting size), whereas two
involved expansions (to 2 X and 5 X of starting size). All models were simulated
as an instantaneous change in census size that occurred five generations before
sampling; otherwise, all simulations were run in exactly the same manner as
with the constant population. A sample (S) of 50 individuals was taken at the



end of each simulation except when a model involved a reduction in census
size to <50 individuals, in which case all remaining individuals were sampled.
Detection of a change in N, was assessed by observing whether confidence
intervals overlapped between the estimate of N, from the most recent bin (1 to
3.3 generations in the past) and the estimate from bin furthest in the past (=10
generations). Bias and precision of each estimate were evaluated as discussed at
the end of the prior section.

Evaluation of sample-size bias correction. Because the linkage approach is
intended to identify possible demographic changes by evaluating differences in
N, measured using pairs of markers that have various linkage relationships, it is
important to determine whether estimates of N, made from any single bin are
more or less biased than estimates from other bins. If so, different levels of bias
among bins could be incorrectly interpreted as demographic change. Waples
(2006) and England et al. (2006) reported a bias in estimating N, because of
exclusion of second- and higher-order terms when accounting for the contribution
of sampling error to LD measured in a finite sample. The bias is downward and is
particularly large when S is small relative to the true N.. To account for
the bias, an empirically derived correction factor was proposed by Waples
(2006). To explore the effect of the correction on estimates of N, from prior
generations, all simulations of the constant population model were evaluated with
both the sample-size bias correction and using only 1/S to account for rzsample. N,
was again measured across 100 replicates and the harmonic mean of results across
replicates recorded.

Allele-frequency cutoff. The presence of rare alleles also can bias LD-based
estimates of N, (Waples, 2006), and excluding rare alleles has been proposed
(Waples and Do, 2008) as a means to reduce the bias. We explored the effect of
this bias by testing a series of allele-frequency cutoff thresholds (0.10, 0.05, 0.02,
0.01 and 0) using the constant population model with N=250. Here, and in all
subsequent analyses, the sample-size bias correction proposed by Waples (2006)
was applied to estimations of N.. As above, N, was measured across 100
replicates and results averaged across replicates.

Effect of time between demographic change and sampling. Over time, drift and
recombination reorganize patterns of LD, removing signatures of past N. In order
to evaluate effectiveness of the linkage approach to detect past demographic change,
the length of time that signatures of past N, persist in the genome was assessed
under two different models, a decline to 25% and an expansion to 2 X, both with a
starting N, of 250. The simulation was modified to adjust the number of
generations (1, 5, 10, 20 and 50) between the demographic change and the time at
which sampling occurred. As above, results were averaged across 100 replicates.

Comparison with the LbNe method. More often than not, linkage relationships
of marker pairs are not known and current N, is estimated by LD under the
assumption that all loci are unlinked. This assumption becomes compromised
when genotypes at thousands of genetic markers are obtained, an increasingly
common standard in genomics studies of nonmodel species (Allendorf et al,
2010). To evaluate the effect of this assumption, we used NeEstimator v.2.01
(Do et al., 2014) to estimate current N, from the simulated data, using the
constant population model for each ‘true’ N, (100, 250, 500 and 1000).
Estimates of N, and parametric confidence intervals were obtained by excluding
alleles with frequency <0.05 and recording the harmonic mean from 100
replicates. The difference between estimates of N, and the true N, was estimated
and compared with results when using only unlinked pairs of loci and LinkNe.

Empirical data

The linkage approach also was applied to genotype data from a single sample
consisting of two consecutive cohorts of juvenile red drum (Sciaenops ocellatus)
sampled from West Matagorda Bay, Texas, in 2008. West Matagorda Bay is one
of several Texas bays and estuaries that are stocked annually with fingerling red
drum as part of a state-wide stock enhancement program (Vega et al., 2003) and
was one of several bays sampled over a period of years to monitor the relative
contribution of stocked fish to wild populations, using genetic parentage
assignment (Karlsson ef al., 2008; Carson et al, 2014). The sample from West
Matagorda Bay was selected for analysis because it contained an abnormally high
proportion (4 16%) of juvenile fish of hatchery origin (Carson et al, 2014).
Because the hatchery-raised individuals likely originated from a limited number
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of breeders (Gold et al., 2008; Carson et al., 2014), the result was a relatively
small N, in the sample that contained both hatchery-raised and ‘wild’ fish
(Table 1). In addition, because the reduced N, is a first-generation effect caused
by the presence of a large proportion of hatchery-raised individuals in the
sample, the reduction in N, should not be detected in prior generations.
Genotype data were obtained through double-digest restriction-site associated
DNA sequencing, following standard protocols (Peterson et al., 2012). Pairwise
recombination rates for SNP markers were estimated using genotype data from
parents and F; progeny from an outbred cross previously used to develop a
linkage map for red drum (Hollenbeck et al, 2015). Illumina data were
processed with the dDocent pipeline (Puritz ef al., 2014); details are presented in
Supplementary Appendix 2. Genotypic data and a matrix of pairwise recombi-
nation rates were used to generate estimates of N, using LinkNe. The program
was run as in the simulations except that no filter was applied to remove tightly
linked locus pairs. Data were summarized using the ggplot2 package in R.

RESULTS

Simulations

Simulations involving populations of constant size were used to assess
precision and bias associated with estimates of N, at different points in
the past. The strategy used to bin locus pairs resulted in four bins, each
producing an estimate of N, at a different time in the past. The exact
time point used for each estimate (f) was dependent upon the
distribution of loci in the genome that was randomly determined at
the beginning of each simulation. Mean time estimates for the four
bins, averaged across all starting values of N,, were 1.01, 3.99, 6.65 and
14.35 generations in the past. Bias and precision of N, estimates are
presented in Table 2.

Bias, as measured by the distance between the harmonic mean of N,
estimates across replicates and the true N,, scaled by true N,, was
<10% in all cases; direction and magnitude of the bias was dependent
upon both N, and number of generations in the past to which an
estimate applied. Bias for estimates from the most distant past (14.35
generations) was smallest and positive (upward bias) for N,=100
(2.29%) and negative (downward bias) for larger N, (—0.35%,
—4.85% and —4.99% for N.=250, 500 and 1000, respectively). Bias
for estimates from the most recent past (1.01 generations) was positive
(3.54, 3.15, 7.51 and 6.96% for N.=100, 250, 500 and 1000,
respectively), whereas bias for intermediate time points in the past
(3.99 and 6.65 generations) ranged from —2.42% to —9.26%. In all
but one case, confidence intervals for estimates of N, encompassed
the true N,. Because of a slight upward bias and high precision, the
estimate of N, from the most recent past (1.01 generations) for the
simulation where N, =100 had a confidence interval of 100.6-107.5.

Precision was greatest for estimates from the more recent past (1.01
generations) and ranged from 0.017 (N, of 100) to 0.081 (N, of 1000).
The next highest level of precision was obtained for estimates from the
most distant past (14.35 generations) and ranged from 0.053 (N, of
100) to 0.096 (N, of 1000). Intermediate time points (3.99 and 6.65

Table 1 Estimates of current effective population size (N;) for: (1) all
juvenile red drum sampled from West Matagorda Bay, Texas; (2) wild
individuals only; and (3) hatchery-raised individuals only

Sample Low Ne High

All (S=56) 206.9 208.3 209.7
wild (§=42) 4753.5 5912.6 7817.1
Hatchery (S=14) 12.4 12.4 12.5

Estimates were generated using NeEstimator2 (Do et al., 2014); low/high refers to parametric
95% confidence intervals. Rare alleles were excluded below a threshold of 0.05. S refers to
sample size.
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Table 2 Bias and precision for estimates of effective population size
(N,) at all time periods using simulated populations of constant size

Table 3 Sensitivity of detection of changes in effective population
size (N,) for different demographic models

True Ng Time Percent bias cv Demographic mode/ Initial No Change in N, detected
100 14.377 2.290 0.053  Constant 100 No
100 6.650 -2.425 0.055 250 No
100 3.994 -6.094 0.074 500 No
100 1.009 3.540 0.017 1000 No
250 14.339 -0.350 0.069  Decline to 75% 100 Yes
250 6.649 -7.344 0.084 250 Yes
250 3.997 -8.002 0.130 500 No
250 1.009 3.151 0.039 1000 No
500 14.340 -4.850 0.096  Decline to 50% 100 Yes
500 6.647 -3.509 0.140 250 Yes
500 3.993 -8.780 0.231 500 Yes
500 1.009 7.509 0.081 1000 No
1000 14.342 -4.990 0.154  Decline to 25% 100 Yes
1000 6.648 -8.142 0.248 250 Yes
1000 3.994 -9.261 0.620 500 Yes
1000 1.009 6.961 0.175 1000 Yes
‘True Ng' is the true N, of the simulated population; ‘Time’ is the time period (generations in Expansion to 2x 100 Yes
the past) to which the estimate refers; ‘Percent Bias’ is the difference between the estimated 250 Yes
and true N, as a pergentage of the true Ne; ‘CV' is the coefficient of variation of the estimate, 500 Yes

calculated following Hill (1981).

1000 No
. . . Expansion to 5x 100 Yes
generations) were the least precise, ranging from 0.054 (t=6.65 250 Yes
generations; N, of 100) to 0.620 (r=3.99 generations; N, of 1000). 500 Yes
Results of simulations to investigate the ability of the linkage 1000 Yes

approach to detect declines and expansions in N, are summarized in
Figure 1. For the models where N, remained constant, confidence
intervals always overlapped; thus, a change in N, was never falsely
detected. A change in N, was detected in 80% of all decline/expansion
models where a change in N, had occurred. Changes in N, were
detected more often when initial effective population size was small
and/or when the magnitude of change was great. This was due in
part to greater precision of estimates of N, in smaller populations.
A summary of demographic models and whether a change in N, was
detected in each model is presented in Table 3.

Estimates of N, over time for constant and decline models are
shown in Figure la. The linkage approach was always able to detect
declines to 25% of initial N,. Declines to 50% were detected for initial
N, of 100, 250 and 500 but not 1000; declines to 75% were only
detected for initial N, of 100 and 250. Estimates of N, at 1.01
generations in the past were fairly accurate as bias for models of
decline to 25, 50 and 75% (averaged across simulations for all starting
values of N,) were 4.06%, 2.15% and 1.35%, respectively. Estimates of
N, for the most distant time in the past (14.3 generations) were
downwardly biased for all decline models; bias for declines of initial N,
to 25, 50 and 75% were —41.5%, —19.6% and — 8.71%, respectively.

Expansions in N, (Figure 1b) were detected in all but one model
(initial N, of 1000 and a 2 X expansion); confidence intervals between
the most recent (1.01 generations) and most distant (14.3 generations)
times in the past overlapped slightly. Bias for estimates of N, at 1.01
generations in the past, averaged across starting values of N, was
positive and <10% for expansions of 2x and 5x (7.88% and 1.95%,
respectively); bias varied considerably over each time period for different
values of N, (2X: —0.23 to 27.08%; 5X: —41.5 to 53.77%). Estimates
of N, in the past were influenced less by expansions in population size
than by declines.

The sample size bias proposed by Waples (2006) influenced
estimates of N, in the recent past to a greater extent than estimates
in the more distant past (Figure 2). When the bias correction was not
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Change in N, was estimated using LinkNe for each model based on 1000 single-nucleotide
polymorphism (SNP) loci and a sample size of 50 except where the change in N, generated a
population of <50 individuals (in which case all individuals were sampled). Change in N, was
detected when confidence intervals between estimates from the most distant past (14.3
generations) and those from the most recent past (1.01 generations) did not overlap.

applied, a downward bias was present for estimates at all points in
time and was larger for more recent time periods, with an average bias
of —7.93% (14.3 generations), —18.7% (6.65 generations), —26.9%
(3.99 generations) and —50.9% (1.01 generations). There also was an
effect of N, on bias, as downward bias increased with increasing N..
Overall, failure to apply the bias correction resulted in a significant
downward trend, falsely indicating that the model of constant size had
experienced a recent decline in N..

The cutoff value for excluding rare alleles had the most influence on
estimates of N, from the most distant past (Figure 3). For estimates of
N, in the recent past (1.01 generations), mean values of N, ranged
from 252.7 to 274.4 (range=26.74); for estimates of N, in the most
distant past (14.3 generations), values ranged from 232.2 to 276.5
(range=44.28). For all allele-frequency cutoff values evaluated,
estimates of N, in the recent past were upwardly biased, whereas the
direction of bias for estimates in the more distant past depended on
the level of cutoft chosen. No cutoff value was the least biased for all
time points, although a cutoff value of 0.05 appeared to be the best
compromise, as it resulted in the least bias, on average, across all time
points (Figure 3).

The number of generations between demographic change and
sampling had a large effect on resulting estimates of N, (Figure 4).
For all demographic change models, estimates of N, derived from
unlinked and moderately linked loci (c4 0.15M) equilibrated to the
correct N, within five generations, whereas estimates from tightly linked
loci (¢<0.15 M) approached the new N, more slowly. Both population
expansions and declines could be detected up to 20 generations in the
past. Estimates from the distant past (14.3 generations) tended to
equilibrate more slowly for demographic expansions than for declines.
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Figure 1 Estimates of N, over time in the past for various demographic models, produced with LinkNe. Each panel represents a different starting effective
population size (Ny). Confidence intervals are shown only for estimates from the most recent and most distant past. Time points within a plot are adjusted
horizontally so that confidence intervals could be distinguished. (a) Trend lines for constant and decline models. (b) Trend lines for constant and expansion
models. Upper confidence limits for estimates of N, for the expansion to 5x model and for starting N, of 250, 500 and 1000 were truncated for clarity and
are marked with an arrow to indicate that the interval extends beyond the limits of the plot.
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Effect of Sample Size Bias Correction
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Figure 2 Effect of sample-size (S) bias correction proposed by Waples (2006) on estimates of N, over time. Estimates were produced with LinkNe. Solid lines
represent estimates of N, with bias correction applied, for the constant population size model. Dashed lined represent estimates where f25amp|e was measured as 1/S.
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Figure 3 Effect of excluding rare alleles at various thresholds (0.10, 0.05,
0.02, 0.01 and 0), using the constant population model with N=250.

For all values of N, under the constant model, estimates of current
N, based on NeEstimator2 were biased downward by 4 20%
(Figure 5). Bias for initial N, of 100, 250, 500 and 1000 was
—25.4%, —23.0%, —20.9% and —21.2%, respectively. Estimates
generated using LinkNe had a small upward bias of 3.54%, 3.15%,
7.51% and 6.96% for initial N of 100, 250, 500 and 1000, respectively.

Empirical data
The trend line for the sample from West Matagorda Bay (Figure 6a,
dashed line) was suggestive of a recent decrease in N, consistent with
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the presence of hatchery-raised individuals in the sample. Separating
the sample into hatchery-raised and wild fish revealed that estimates of
N, over time for wild fish were large and featured no observable trend
(Figure 6a, gray ribbon); estimates from hatchery-raised individuals
alone (Figure 6b) were consistent with the expected bottleneck (based
on Gold et al., 2008) of progeny from the parental brood stock. Trend
lines for both the mixed sample and the hatchery-raised individuals
were consistent with results of simulations (see Figure la, decline to
25%); estimates of N, for the more distant past appeared lower than
expected and the slope of the trend line less steep than expected, given
that the decrease was known to have occurred in the previous
generation.

DISCUSSION

Simulations

The ability of this or any approach to identify changes in N, over time
is largely dependent on precision and potential bias. If estimates of
N, at different times in the past are systematically biased, inferences
regarding demographic trends will be compromised. Results of
simulations revealed <10% bias in estimates of N, for populations
of constant size over the time period (~1-15 generations in the past)
assessed. However, the magnitude and direction of the bias depended
on both the time to which an estimate referred and the true N..
This suggests that although the precision provided by the number
of simulated loci (1000) was such that confidence intervals for
estimates of N, across time tended to overlap for the constant
population at all initial effective sizes, increasing the number of loci
could produce estimates so precise that confidence intervals would not
overlap, even for populations of constant size. However, because bias
for all estimates was small (<10%), it would be unlikely that such
a situation would be confused for a large change in N..
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Figure 4 Effect of length of time between demographic change and
sampling. (a) Results for decline to 25% of initial N, of 250 when sampling
was conducted 1, 2, 5, 10, 20 and 50 generations after a decline.
(b) Results for an expansion to 2x of initial N of 250 when sampling was
conducted 1, 2, 5, 10, 20 and 50 generations post expansion.

Further study is needed to evaluate the source of bias at different
periods in time. For example, it is not clear why estimates from
intermediate time points tend to be more biased and in a downward
direction. It should be noted that in addition to the sample-size bias
correction, a simulation-based bias correction for the drift component
of * was proposed by Waples (2006) for unlinked loci. An applied
correction for linked loci might eliminate some of the bias, but
the correction factor would be challenging to implement because
a correction factor would have to be calculated for all values of ¢ across
the spectrum of possible linkage values. Although Waples (2006)
found little bias in N, due to drift for unlinked loci when initial N, was
4 100, the smallest initial N, evaluated in our study, it is unclear
whether this also is true for linked loci.

Our findings regarding precision of N, estimates over time are in
agreement with Hill (1981) who showed that the coefficient of
variation of N, decreases as the recombination rate decreases and
the number of pairwise locus comparisons increases. This means,
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Figure 5 Comparison of bias in measures of N, using LinkNe and the Lone
method (as implemented in NeEstimator2). Bias was measured as the
difference between the estimated and true N, and is expressed a percentage
of the true N,. Estimates of N, based on linkage disequilibrium can be
biased downward when linked loci are assumed to be unlinked.

given an equal number of pairwise comparisons, estimates of N, in the
past should be more precise than recent estimates (Hill, 1981; Hayes
et al., 2003). However, the vast majority of locus pairs in a genome are
unlinked, and hence the large number of pairwise comparisons
available should yield recent estimates with a high level of precision.
Consistent with this, intermediate time periods (corresponding to
intermediate values of ¢) had the lowest level of precision, most likely as
a consequence of having the fewest number of pairwise comparisons.

Results of simulations demonstrated that for ideal populations,
recent changes in N, can be reliably detected by comparing estimates
of N, based on LD from pairs of linked and unlinked loci. In our
simulations, trend lines for the constant population at all initial
effective sizes never indicated a change in N,, although trend lines
for models with a change in N, in some models indicated stability.
This has important implications for interpretation of results when
using the linkage approach as it indicates that although detected
changes in N, are robust, results indicating constant size need to be
carefully scrutinized. Our simulations revealed that changes in N, are
more readily detected when N, is small, largely because of increased
precision of LD-based estimators at smaller N,. In fact, even relatively
small changes in N, (declines to 75% of the original value) were
detected provided that the initial N, was 250 or less. The linkage
approach was less effective in populations with larger initial N, as only
changes in N, of relatively large magnitude could be detected.
However, increasing the sample size, which was fixed at 50 individuals
for all simulations, should improve resolution to detect changes for
populations of larger initial N.

Estimates of N, were fairly accurate for more recent time (f~1
generation) in the past. This is because sampling was conducted five
generations after the change occurred and unlinked (or moderately
linked (¢ 4 0.15M)) loci are expected to equilibrate to the new steady-
state level of LD in three to four generations (Sved, 1971; Waples,
2006). Estimates from the more distant past (4 3.33 generations)
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Figure 6 Results of analysis, using LinkNe, of a sample of red drum
juveniles from Matagorda Bay, TX. (a) Trend line (dashed) for N, produced
using all sampled individuals and confidence interval (CI) of N, when F;
hatchery individuals are removed (shaded area). Note that when ‘wild’
individuals are assessed, only the lower bounds of the Cl are estimable from
the data; for clarity, the ClI is truncated at 10 000. (b) Trend line for F;
hatchery-raised individuals, indicative of a large decline in N in the parental
generation that consisted of hatchery brood stock.

reflected N, of the population before the change in N,; however, these
estimates tended to be influenced by more recent N,. This effect was
particularly pronounced for decline models, where estimates reflecting
prior generations showed a considerable downward bias, causing trend
lines to be less steep than expected. In addition, the bias was
exaggerated for declines of large magnitude. Estimates of N, in the
past during expansion models were less influenced by more recent N,
and it is likely that the different effects on estimates of N, in the past
observed in decline and expansion models relate to the relative
contribution of drift and recombination to steady-state levels of LD.
In the case of a decline, LD accumulates between loci at every linkage
interval relatively quickly because of the increased importance of drift.
Alternatively, in an expanding population drift becomes less important
as time is required for recombination to dissolve LD between linked
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loci. In practice, this suggests that the true magnitude of a decline in
N, would be difficult to detect with certainty because past estimates
would be influenced by effects of drift in more recent generations;
estimates of past N, following a population expansion, however, may
provide a more reliable estimate of the magnitude of the change in N..

A critical component of the linkage approach is establishment of a
relationship between recombination rate and time. Although an
approximate relationship was suggested by Hayes et al. (2003), it
was derived under the limiting assumptions that ¢ is small and that N,
changes linearly with respect to time. Despite the fact that these
assumptions are clearly violated, trend lines from our simulations
agreed reasonably well with known timing of changes in N,
particularly for expansion models. The results were less concordant
for decline models, as trend lines suggested more gradual declines than
expected. This is likely because of effects of increased genetic drift
following a decline. Organizing locus pairs into bins and using a mean
value for ¢, although necessary for achieving acceptable levels of
precision, is one source of discordance between theoretical and
observed results. Depending on the size of the bin and the degree of
linkage, estimates of LD at locus pairs in genomic regions reflecting N,
across multiple generations are collapsed into a single estimate that
may obscure fine-scale trends.

The simulations evaluated consisted of ideal populations with non-
overlapping generations, even sex ratios, and binomially distributed
reproductive success, such that N~ N.. More rigorous investigation is
necessary to evaluate effects on estimates made when these assump-
tions are violated. Effects of skewed sex ratio and increased variance in
reproductive success on estimates of contemporary N, generated with
the LD method have been investigated to some extent by Waples
(2006), with the conclusion that the assumptions are fairly robust to
the influence of these effects, that is, an ideal population with a given
N, is a reasonable proxy for nonideal populations with the same N,
(Waples, 2006). However, the biological characteristics of the species
tend to determine the N/N ratio (Portnoy et al., 2009), and it is likely
that changes in census size (N) influence estimates of N, differently.
Therefore, although the linkage method can robustly detect changes
in N,, care must be taken when interpreting the results in terms of
changes in census size. Additional study will be necessary to under-
stand the influence of other factors that shape patterns of genome-
wide LD in natural populations on estimates of past N; these factors
include selection, migration, admixture and complicated demographic
patterns.

Our simulations demonstrate the importance of sample-size (S) bias
correction for accurately assessing changes in N,. England et al. (2006)
and Waples (2006) demonstrated that estimates of N, can be down-
wardly biased when S is small relative to the true N, and that this bias
is more pronounced for estimates of N, in the more recent past. When
bias correction was not applied, the linkage method produced trend
lines characteristic of a decline in N, even for the constant
populations that had not experienced a decline. This is an important
consideration, and little attention has been given to the effects of S on
estimates of N, in studies applying similar methods. Although the bias
correction applied to the data was derived from simulations using only
unlinked loci (Waples, 2006), the fact that the bias appears to be less
important for linked loci suggests that the bias correction is appro-
priate for this analysis. It is important to note that the effect of S may
be dependent on the way in which 72 is estimated, with estimators
where marker phase is known requiring a smaller correction factor
(Corbin et al., 2012).

The effect of modifying the cutoff value for excluding rare alleles
varied depending on the time in the past to which estimates applied,



and there was no single, optimal allele-frequency cutoff. In general,
a cutoff at an allele frequency of 0.05 produced estimates of N, across
the range of time points that were closest to the true N,. In addition,
results for estimates based on unlinked loci were consistent with the
findings of Waples and Do (2008) that indicated that larger cutoff
values minimized upward bias caused by occurrence of rare alleles.
Furthermore, our results paralleled that of a previous study (Corbin
et al., 2012) where effects of modifying rare allele cutoffs for estimates
of past N, using phase-known data, were explored. It was concluded
from that study that a cutoff value between 0.05 and 0.1 produced the
most accurate estimates. Applying a separate cutoff to locus pairs in
different bins may produce more accurate estimates across all time
points, if increased cutoff values were used for estimates further back
in time.

Several insights were gained by modifying time of change in N,
relative to sampling. First, based on evaluating overlap of confidence
intervals between past and present estimates, the linkage approach was
able to detect both expansions and declines in N, at least 20
generations in the past. In theory, it is possible to obtain estimates
of N, in the much more distant past (and to thus detect older
demographic changes) if LD can be measured between very tightly
linked loci (<0.01 M). However, simulations by Corbin et al. (2012)
suggest that estimating long-term trends can be problematic, in part
because the effect of mutation is important over long periods of time.
Second, analysis of trend lines for decline and expansion models
reinforced the idea that past estimates of N, are influenced more by
declines than expansion, as past estimates of N, rapidly approach the
new steady-state level of LD after a decline but approach the new level
more slowly following an expansion. When the change in N, occurred
50 generations in the past, neither declines nor expansions could be
statistically differentiated from stasis. In the case of declines, the mean
estimate of N, was the same between the most recent generation and
the generation furthest in the past. For expansions, the mean estimate
of N, was larger in the most recent generation than the generation
furthest in the past; however, precision was limiting and confidence
intervals overlapped. This further suggests that genomic patterns of LD
indicating an expansion in N, persist for longer, enabling expansions
in the more distant past to be detected.

Results from simulations indicated that the assumption that all loci
in a genome-wide data set are unlinked can downwardly bias estimates
of contemporary N, by as much as 25%. In the absence of marker
linkage or genomic position data, it is unclear what should be the best
strategy for avoiding this bias. One approach is to remove estimates
from locus pairs with excessively high LD as they possibly are
influenced by physical linkage (Gruenthal et al., 2014); in practice,
however, the decision to remove such loci is fairly arbitrary. Regard-
less, in the absence of known linkage relationships, acknowledging that
estimates of N, from the Lbne method likely underestimate the true
value is a conservative approach; the fact that the bias is downward is
favorable from a biological risk assessment standpoint because over-
estimating N, likely will have more dire consequences for imperiled
species than underestimating N.

Empirical data

A decrease in N, in the sample of juvenile red drum from Matagorda
Bay in 2008 was detected using the linkage approach. Presumably the
decline in N, was because of the presence of an inordinately large
proportion of hatchery-raised juveniles in the sample. The effect, as
expected, was temporary as the current N, of a second sample from the
same locality, taken in 2015, was considerably larger than the estimate
of current N, in the wild fish in the 2008 sample (unpublished data).
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This highlights that interpretation of trends in N, based on LD should
be made with caution. If the trend line for the mixed sample had been
generated with no knowledge about the constituents of the population,
one might have hypothesized erroneously that the population of red
drum in Matagorda Bay had experienced a recent, large decline in N,
possibly caused by a decline in census population size rather than an
unequal contribution of progeny from a limited number of breeders in
the parental generation. In addition, despite the rapidity of the decrease
in N,, the trend line indicated a more gradual decline that suggested
that the decline occurred in the more distant past. This likely occurred
for several reasons, including uncertainty in estimating recombination
rates from the mapping cross and the necessity of binning loci over
large genomic distances.

One consideration important to interpretation of these data is the
effect of overlapping generations on estimates of N.. It has been
demonstrated that for samples taken from a single cohort or multiple
consecutive cohorts, estimates of N, based on LD are influenced by
both the effective number of breeders (N,) contributing to the
sampled cohorts and N, with the amount of bias in the estimates
being related to the ratio of Ny/N, (Waples et al, 2014). Red drum has
been estimated to have a ratio of Ni,/N.~ 1.2 (Waples et al., 2013), and
based on simulated estimates of bias for samples of two consecutive
cohorts, the expected downward bias for estimates based on unlinked
loci should be <30% (Waples et al., 2014). Interpretation of estimates
based on linked markers relative to Ny, and N, is more difficult,
but because past estimates are based on LD that has accumulated on
generational time scales, they should represent the combined effects of
all cohorts in an age-structured population, and should thus refer
primarily to N.. However, the effects of age-structure should be
investigated more thoroughly in future research. Regardless of how
estimates at various points in time are to be interpreted in terms of Ny,
and N, it should be stressed that although historical trends can be
identified with some confidence, care should be taken when inter-
preting particular point estimates made with this method.

Another important consideration when evaluating potential changes
in N, using large, empirical data sets is that parametric confidence
intervals (calculated based on the x? approximation; Hill, 1981) may
be too narrow when many loci are utilized (see Waples et al, 2016).
This is because, as the number of utilized loci increases, there are more
correlations among > values for locus pairs that share common loci,
and this increasingly violates the assumption of independence of
comparisons implicit in the parametric model (Waples, 2006; Waples
and Do, 2010). As a result, parametric confidence intervals do not
adequately convey the uncertainty in 7%, and the standard jackknife
procedure for correcting confidence intervals (Waples and Do, 2008)
will not alleviate the problem when a large number of loci are used
(Do et al., 2014). Because the linkage method presented here tends to
separate pairwise comparisons from the same locus into different bins,
the effect is likely relatively less pronounced as compared with a single
estimate of N, using all loci when linkage data are unavailable.
However, when comparing confidence intervals of N, across different
points in time it is important to consider the possibility of overly
precise and inaccurate estimates. Further study will be needed to
quantify the extent to which this problem affects genome-scale data
sets. Regardless, considering that bias appears to be relatively low,
overly tight confidence intervals are unlikely to result in false detection
of large changes in Ne.

CONCLUSIONS
We have shown that when linkage or genomic position data are
available, the LD approach of estimating N, from unphased genetic
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markers (Waples, 2006; Waples and Do, 2008) can be extended to
estimate N, in the recent past and, importantly, to detect recent
changes in effective population size (N.). Results of simulations
suggested that even with a moderate number of loci, relatively small
changes in N, (25%) could be detected provided that initial N, was
not large. Furthermore, we explored the effects that sample-size bias
correction, rare allele cutoff and time since the change occurred have
on estimates of N, across points in time and quantified the bias in N,
associated with the assumption that all SNPs in a genome-wide data
set are unlinked. Finally, we demonstrated the utility of the linkage
method for detecting recent changes in N, on an empirical data set.
Overall, results of the analysis of both simulated and empirical data
suggest that this approach will be useful for genetic monitoring,
particularly when prior genetic samples are not available. This strategy
should become increasingly available to species of conservation
concern as genotyping-by-sequencing techniques are widely adopted
and as genome sequences and linkage maps become more available.
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